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Setting The Table
What is Al?



What is Al?

* NIST: A machine-based system that can generate
outputs for a given set of objectives, such as
predictions, recommendations, or decisions
influencing real or virtual environments.

- |[EEE: Computer systems that are able to perform
tasks that normally require human intelligence, such
as perception, speech recognition, learning,
decision-making, and natural language processing.

« 1SO: Engineered systems that generate outputs
such as content, forecasts, recommendations or
decisions for a given set of human-defined
objectives.

« US DOD:The ability of machines to perform tasks
that normally require human intelligence (e.g.,
recognizing patterns, learning from experience,
drawing conclusions, making predictions, or taking
action).




Al v. ML v. DL v. GenAl

Artificial Intelligence (Al). Technology that

processes data to produce information that
augments human intelligence, perception, and
predictive abilities.

Machine Learning (ML). This is a subset of Al in

which computer programs use certain methods to
detect relationships and patterns in data.

Deep Learning (DL). This is a type of ML based on
artificial neural networks in which multiple layers of

processing are used to extract progressively higher-
level features from data.

Generative Al. This is a collection of models and
systems that can produce new text, images, video,
audio, code and synthetic data. These models can
also be used to predict future outcomes, such as the
next word in a sentence.




Generative Al

* New technology in which software is trained to
identify relationships and patterns in data and
create new content such as text, images, and
audio.

« Text Models. Some models are trained on vast
text repositories to be able to predict the
sequence of words best suited to respond to a
guestion, complete lines of code, or create original
stories. Chat GPT is a text model of generative Al.

« Image Models. Other models are trained on
billions of publicly available images on the Internet
to recognize the quintessential characteristics and
dimensions of the people, places, and things
depicted in them, and, in turn, generate new
Images in response to natural language text
prompts.




@OpenAI

ChatGPT: Optimizing
Language Models
for Dialogue

We've trained a model called ChatGPT which interacts in a
conversational way. The dialogue format makes it possible for
ChatGPT to answer followup questions, admit its mistakes,

challenge incorrect premises, and reject inappropriate requests.

ChatGPT is a sibling model to InstructGPT, which is trained to
follow an instruction in a prompt and provide a detailed
response.

TRY CHATGPT A

Movember 30, 2022
13 minute read

® =
‘]@_ﬂmgStone w@ @\ MUSIC POLITICS TV & MOVIES (SUB)CULTURE RS RECOMMENDS
S

CYBER PUNKS

Al Chat Bots Are Running Amok — And
We Have No Clue How to Stop Them

From a 'Seinfeld' parody's transphobia to Google's new tool getting basic facts
wrong, the future is looking messy

BY MILES KLEE FEBRUARY 14, 2023

TECHNOLOGY EXECUTIVE COUNCIL

The ChatGPT Al hype cycle is peaking,
but even tech skeptics don’t expect a
bust

PUBLISHED SAT, FEB 11 2023.11:10 AM EST | UPDATED SAT, FEB 11 2023.2:29 PM EST
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What Does ChatGPT Really
Mean For Your Job?

How the Legal Industry Can Effectively Use Chat GPT
in Content Creation Efforts

Wednesday, January 25, 2023







US Legal Landscape
Federal and State Al Developments



FTC

 Existing Authorities. FTC Act, FCRA, and ECOA.

« 2016. FTC issued a report titled “Big Data: A Tool for
Inclusion or Exclusion?” Advised companies using Al
to reduce risk of bias.

« 2018. Held a series of hearings on Al, algorithms,
and predictive analysis.

« 2020. Issued a blog post providing best practices for
the use of Al (e.g., be transparent, use explainable
models, etc.).

« Congressional Report (Jan. 2022). Warning
Congress to not rely on Al to solve online problems.

« Commercial Surveillance Rulemaking (Aug.
2022). May address automated decision-making and
general use of Al. May require impact assessments.
Comments under review.

CO M M‘ * Blog - Al Powered Product Guidance (Feb. 2023).

Be careful about Al hype. Don’t exaggerate what

your Al product can do. Don’t promise your Al
: B U | LD ‘ N product does something better than a non-Al

product.
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Department of
Commerce

« January 2023. National Institute of Standards &
Technology (NIST) issued version 1.0 of its Al Risk
Management Framework. The tool allows
organizations to design and manage trustworthy and
responsible Al programs.

« Compare: Department of Energy’s Al Risk
Management Playbook (more controls focused).

« April 2023. National Telecommunications and
Information Administration (NTIA) is asking for public
comment on what role the DOC should play to
ensure Al is not causing harm. Range of actions
could be taken by DOC, such as mandating audits
as part of its procurement standards and offering
prizes to those who find bias within algorithms.




EEOC

« 2021. EEOC launched an agency-wide “Artificial
Intelligence and Algorithmic Fairness Initiative” to
ensure that the use of Al and other emerging
technologies used in hiring and other employment
decisions comply with federal civil rights law.

« 2022. EEOC released new guidance entitled “The
Americans with Disabilities Act and the Use of
Software, Algorithms, and Artificial Intelligence to
Assess Job Applicants and Employees,” providing
guidance on how employers can mitigate
discrimination to avoid claims under the ADA and
Title VII.

« 2023. New Strategic Enforcement Plan (SEP)
includes focusing on regulating the use of Al tools
that result in discriminatory decision-making.




Al and Employment - Examples

Hi Jessica - Thanks again for applying to our Customer

Success Manager role, Can | ask you a few questions?

100%

MATCH

Absolutely, I'm looking forward to it.

& paradox.ai

Esther Howard

What are some of the ways you handle working with

frustrated customers? Mango

Q Paris, France

$ 2,000 USD-3,000USD
Yes! Employees have the eae M Esther Howard

v

Do employees get a
discount in company stock?

opportunity to purchase
stock at a 10% discount. estherw
What's the team like?

Here's a video about how
our Engineering team
works together!

Q France W Dongnoer B UX/UI Designes

i UX/Ul Bootcamp 22 Apple

25 Google i Stanford University

m ori I‘I.‘

Meet the Team
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State Al Regulation

. The California Privacy
Protection Agency is considering rulemaking on
regulating automated-decision making.

. The California Civil Rights
Department is considering amendments to the
California Fair Employment and Housing Act to
prohibit discriminatory outcomes in the use of
algorithms in employment decision making.

. Proposed bill that would
require impact assessments to be performed on
any deployment of an automated decision-
making tool and provide a copy of the
assessment to the Civil Rights Department.

. New law prohibits insurers from using
external consumer data and information sources and
algorithms or predictive models in a manner that
results in discriminatory outcomes.

. Artificial Intelligence Video Interview Act.
New requirements call for certain information to be
reported.

. Bills to create Al
working groups that will issue recommendations.

. Multiple states have draft bills to
address omnibus privacy. These laws often govern
algorithms, automated decision-making, and the
intersection with privacy.

. Local Law 144 Requires a “bias
audit” conducted no more than 1 year prior to the
use of such tool around HR and make publicly
available. Enforcement delayed to July 2023.
Ongoing debate on rules.



Mapping and Mitigating Al Risk



Al Risks

Reliability. Al system should be correct over time,
perform under a variety of use cases, and failure-
tested.

2 _ Safety. Al should not put an individual, property, or
by , environment in danger.

B - Security / Resilience. Al should not introduce
F F security risks, and should be resilient against

B <N adversarial use.

... . | @ Accountability / Transparency. Must provide
: : access to appropriate levels of information. There

should be accountable individuals.

Explainable / Interpretable. What happened, why,
and how?

Privacy Focused. Privacy-by-design must be
considered, especially as models are trained.

Fair / Mitigating Bias. Avoid discriminatory
outcomes in the use of Al.




Managing Al Risk

« Map. Gather information about the need for Al,
leveraging vendors, business cases, model
management, engaging stakeholders. Think
about level 1.5 to translate...

« Measure. This step involves using various
techniques to measure and assess Al risk and its
impacts. This may include conducting impact
assessments, code review, reporting, and
documentation.

« Manage. Implementing controls to address the
risks measured and identified. These may include
limitations on outputs, limitations on tools being
used, and other mitigating steps.

* Govern. Implementing a culture of Al risk
management. This includes processes,
documentation around ethics, and internal and
external facing statements.

18



Key Takeaways

« #1 — Analyze Your Current Needs. Does your
organization currently use its own Al? Leveraging
vendors? Using it in the legal function?

« #2 — Carefully Map The Current Legal Landscape
Governing Your Industry. Are you using Al in an
area with significant focus? Watch out for the HR
side of the house.

- #3 — Build Stakeholder Teams. Al governance
includes security, data scientists, HR, privacy, and
security.

« #4 — Find Your Framework. Whether you leverage
the NIST framework or a more control focused
framework like that offered by DOE, benchmark your
progress.

« #5 — Don’t Recreate The Wheel. When conducting
diligence and asking the questions — use existing
guestionnaires from security and privacy to leverage
Al insights. Nothing is new under the sun...

19




Questions?



Global Dentons Al Resources

KA DENTONS Global solutions  Featured insights  Clientexperience  Our people @ O\

Home > Services and solutions > Digital solutions > All knowledge hubs > Al: Global Solutions Hub

Grow Protect Operate
=¥ => =

Al: Global Solutions Hub

Artificial Intelligence (Al) is one of the most transformative technologies that we have ever

experienced and the opportunities to implement Al solutions in business and everyday life seem
endless. Al is a critical issue for all organizations across every sector and geography, presenting both
challenges and opportunities. We created this hub to help our clients understand where
responsibility sits for good governance, regulation and compliance—as well as to establish best
practices to derive the full benefits of Al. Dentons’ Al group provides cross-practice solutions to grow,
protect, operate and finance Al solutions for your business. To find out more about how we can help
you address your specific Al queries or challenges, please contact your regional contact.

Dentons Global Artificial e
Intelligence Survey /

T g ot e ? 60 e 00 D D'

DNy

Insight: Insight:

Al generated images and copyright: when Regulating Al in EU: three things that you
does a computer become an artist? And are need to know, and three reasons why you
the rights of human artists being have to know them!

respected?

The key issues every business needs to know.

The key issues to consider.

Market survey: Insight:

Dentons Global Artificial Intelligence (Al) The robots are not after your job: Top 5
Survey 2023 considerations for deploying Al within the
We invite you to participate in our second annual global artificial intelligence survey to gain Iegal funCtlon
deeper insight into Al issues and ities, and to business readir for Al
transformation.

Participate now -

How Al can support your legal department

Insight: Regional spotlight:

Privacy and Al: Key insights on
implementation strategies in Latin America

Equality impact assessments: five key
considerations when deploying Al
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BACKGROUND

» Peter Stockburger is the managing partner of the Dentons
San Diego office. Peter is a member of the Firm’s Global Data
Privacy and Venture Technology and Emerging Growth
Companies Groups. Peter is also co-lead of the Firm’s Global

-

Peter Stockburger Autonomous Vehicles practice.
Dentons * Peter partners with emerging and established clients around
San Diego Managing Partner the globe to strategize about how they can best leverage data

and talent to grow, operate, and protect their business.

» With a focus on data privacy, security, and Al, Peter works
with clients of all sizes and maturity to build and shore up their
privacy and security programs, deploy technology, enhance
compliance and stakeholder confidence, take new products to
market, work through data governance and retention
challenges, navigate workplace disputes, and harness
emerging technologies such as artificial intelligence.

* Peter frequently partners with companies deploying
autonomous systems and leveraging Al to mitigate risk and
increase market share, including original equipment
manufacturers and secondary market organizations in the
autonomous vehicles sector.

619.595.8018
peter.stockburger@dentons.com
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